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Abstract 

The dynamical properties of excited state intramolecular proton transfer in 3- 
hydroxyflavone have been analyzed on the basis of the time evolution of the quantum 
states of the two isomeric forms. Potential energy surfaces have been computed at the 
MNDO/AM1 level. The results shed light on the essential features of the proton transfer 
mechanism: in particular, the rapidity of the process is to be attributed to the promoting 
effect of a low frequency bending vibration, which shortens the distance between donor 
and acceptor atoms. 

1. Introduction 

Hydrogen bonds continue to attract considerable attention because of the 
important role they play in many processes of biochemical and technological interest. 
In the last decade, many efforts have been concentrated on the investigation of 
systems characterized by intramolecular hydrogen bonds: such systems are probably 
involved in information storage at the molecular level and in photochemical hole 
burning [1]; the possible involvement of proton tunneling in the primary event of 
vision has also been suggested [2]. 

The fluorescence spectra of molecules with intramolecular H-bonds are usually 
characterized by very large Stokes shifts, so that the emission bands are not a mirror 
image of the absorption bands. Weller originally showed that the anomalous emission 
of methyl salicylate can be quenched by methylation of the acidic proton and 
suggested that the red-shifted emission takes place from an isomer, formed via 
excited state intramolecular proton transfer (ESIPT) [3]. The proposed explanation 
is schematically shown in fig. 1: the most stable position of the hydrogen atom is 
inverted upon excitation, so that the excited molecule undergoes isomerization to 
the tautomeric form, followed by fluorescence decay to the ground state with a 
longer wavelength emission. 

The reverse ground-state proton transfer is also energetically favoured, the 
entire process is cyclic and in most cases efficient. This behaviour was observed 
in many heteroaromatics possessing a hydroxyl group close to an heteroatom acting 
as proton acceptor [4-10]. 
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Fig. l. Qualitative potential energy profiles 
for excited state intramolecular proton transfer. 

The driving force for proton transfer in an excited state is provided by change, 
upon excitation, of the acid-base properties of donor and/or acceptor group [11]. 
When ESIPT is fast and irreversible, the molecule can act as an UV stabilizer, 
especially if the internal conversion decay rate is faster than radiative emission [12]. 
If the "proton transferred" form has a long lifetime, the system is a potential laser 
dye, since population inversion can be obtained in a few picoseconds [13]. 

This paper is intended as a theoretical contribution to the understanding of 
the structural features which determine the spectral behaviour just mentioned. We 
have studied in particular the case of 3-hydroxyflavone (3-HF). 

The 3-HF molecule, the basic component of natural pigments contained in 
plant leaves with the probable function of UV protector [14], is a much studied 
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ESIPT system. The interest aroused by 3-HF is due to the  complex behaviour of 
its ESIPT dynamics; the main features of the process, namely the strong dependence 
of ESIPT rate on temperature and environmental effects, are still a matter of  debate. 

The steady-state photoluminiscence spectrum of 3-HF [ 15-20] is characterized 
by an absorption band starting at 370 nm, with the first peak at 350 nm. At room 
temperature, the fluorescence spectrum shows only one emission band, with a peak 
at approximately 530 nm, but on cooling at 77 K a second emission appears in the 
blue region around 410 nm. The dual emission of 3-HF has been interpreted by 
Sengupta and Kasha [15] in terms of two stable excited state structures, the 4-keto 
form (usually called normal form), which emits at 410 nm, and the 3-keto form 
(tautomer) '~, originating from the intramolecular proton transfer: 

NOR~IAL 

Scheme 1. 

TAUTOMER 

The very strong temperature dependence of the emission spectrum has been 
tentatively explained in terms of an energy barrier to proton transfer, whose height 
depends on the viscosity of the medium. This behaviour may be understood by 
considering that the motion of the proton and the phenyl torsional mode are strongly 
coupled, as can be inferred from the fact that the tautomeric form is resonance 
stabilized for a coplanar position of the phenyl ring. However, Woolfe and 
Thistlethwaite [16] showed that at room temperature the emission band of the 
normal form is not present, even if the rigidity of the medium is strongly increased. 
Therefore, they ascribed the dramatic change in the fluorescence spectrum solely 
to the effect of temperature on excited state processes in 3-HF. 

A strong solvent dependence of the emission spectrum was also detected [16]: 
normal emission is always observed in solvents with hydrogen bond capability, 
even at room temperature, and the band at longer wavelength is considerably less 
intense than in hydrocarbon solvents. On the contrary, in highly purified and extremely 
dry hydrocarbon solvents, the emission band of the normal form does not appear, 

*We will hereafter refer to the 4-keto and 3-keto forms as normal and tautomer, respectively; this is 
probably not the most correct terminology since, as one referee noted, the two forms are tautomers of 
each other; however, it is in line with the pre-existing literature on the subject. 
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regardless of  temperature and viscosity [18]. These observations have led to the 
conclusion that the long, intramolecular hydrogen bond, which is bent and hence 
weak [21,22], is disrupted and replaced by stronger, linear, intermolecular 
hydrogen bonds with solvent molecules or impurities capable of  forming hydrogen 
bonds. 

Further insight into the kinetics of ESIPT isomerization and its dependence 
on solvent, temperature and molecular substitutions has been obtained by picosecond 
resolved spectroscopy. Itoh et al. [23] compared time resolved spectra of 3-HF with 
those of  3-hydroxychromone (3-HC), which differs from 3-HF only by the absence 
of the phenyl group on the gamma-pyrone ring. While in 3-HC ESIPT is unresolvably 
fast, 3-HF shows a detectable fluorescence rise time, thus confirming the role of 
the phenyl ring. 

Strandjord et al. [24] found two components of the rise time of  the tautomer 
fluorescence at room temperature. They suggested that the faster component originates 
by the ESIPT taking place from a highly excited vibrational state initially populated 
by photo-excitation, while the slower component originates from a proton transfer 
occurring after vibrational relaxation [24, 25]. 

The temperature dependence of the rise time of the tautomer fluorescence has 
been studied by McMorrow et al. [26]. They have reported a rise time of less than 
8 ps at 298 K, increasing to 40 ps at 77 K. 

All these experiments indicate the existence of an intrinsic, though small, 
energy barrier to ESI t~ .  However, studies in an argon matrix in conditions which 
should prevent the formation of  hydrogen bonds with water impurities showed that 
ESIPT in 3-HF is very fast, even at very low temperature (10-15  K) [27-29].  The 
measured tautomer fluorescence rise time is approximately 3 ps, implying a rate 
constant for the ESIPT process K > 1012 S -1. It is noteworthy that in the experiments 
of  Dick and Emsting [28], an excitation source of 308 nm has been used, so that 
highly excited vibrational states are probably populated by the photoexcitation, 
while Brucker and Kelley [27], who used an excitation source at 354 nm, also 
reported evidence, from the excitation spectra of the normal and deuterated molecule, 
in favour of an intrinsic barrier to proton transfer. According to more recent results, 
it appears that ESIPT in 3-HF is a very fast process, at least for the bare molecule. 
However, the physical reasons of such a behaviour are still unknown. The fact that 
heteroaromatics change their acid-base properties upon excitation can account for 
the relative stability of  the normal and tautomeric form, but does not explain the 
absence of  an intrinsic barrier to proton transfer in a long H-bridge such as the 
intramolecular H-bond in 3-HF. Very fast proton transfers, without an intrinsic 
barrier, are known to occur whenever they prevent the formation of charge separation 
structures, but this does not seem to be the case of ESIPT in 3-HF. Moreover, there 
are still uncertainties regarding the role of the phenyl ring and of solvent effects, 
as inferred by the fact that the longer wavelength emission is still observed in the 
case in which only one intermolecular H-bond is formed with a solvent 
molecule [30]. 
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Conflicting views can be found in the literature on most of the above topics, 
even though no open debate has taken place. Further insight into the nature of the 
electronic excited states of 3-HF and of the photoisomerization mechanism is therefore 
desirable and can be obtained by a theoretical analysis centered on the time evolution 
of the 3-HF quantum states. A previous computation on 3-HF [31] has been devoted 
to the calculation of vertical transition energies and oscillator strengths. An ab initio 
RPA computation of the energy barrier to proton transfer has been carried out for 
the 3-HF [32], but the authors have explored only a few points of the potential 
energy surfaces. Therefore, we have applied the scheme recently developed in this 
group [54] to study the temporal aspects of ESIPT in 3-HF, using ad hoc potential 
energy surfaces. The existence of a barrier to proton transfer and the role of low 
frequency modes have been assessed. The present analysis also sheds light on the 
observed temperature and solvent effects. 

2. Computational details 

All computations have been carried out in the MNDO approximation [33] 
(AM1 parameterization [34]) supplemented by a CI treatment [35] since, according 
to the large number of published applications, the MNDO approximation yields 
reliable results for ground-state geometries and heats of formation, in particular for 
organic compounds. The large size of the systems and the need of investigating the 
potential energy surface of electronic excited states for several degrees of freedom, 
do not allow the use of more sophisticated computational techniques such as ab 
initio CI or multiconfigurational schemes. This holds especially if one considers 
that ab initio accurate computations of hydrogen bond energetics require a large 
basis set, including polarization functions on the atoms involved in the H-bridge [36]. 

The quality of the MNDO approximation as for excited states is more difficult 
to assess, since only a few papers have been published on this application [37-42]. 
If applied with some caution, it should allow the calculation of excited state properties 
with a reasonable degree of approximation, especially for the ordering of the states 
and their relative energies on conformational changes. Encouraging results have 
been obtained in studies of the dynamics of relevant photochemical processes [38, 39] 
and in the investigation of conformational changes induced in polyenes by 
photoexcitation [40-41]. In particular, EnJ [42] has noted that AM 1, a reparameterized 
MNDO scheme with modified core-core  interaction terms, yields geometrical 
parameters for excited states in better agreement with experimental results; its only 
drawback is a slightly too large stabilization of excited states [35], resulting in low 
transition energies. 

On the other hand, MNDO methods fail to describe the energetics of hydrogen 
bond systems [43]. In particular, the AM1 approximation overestimates hydrogen 
bond interactions, preferring, whenever possible, bifurcated structures with respect 
to linear ones. However, in those cases in which bifurcated hydrogen bonds are not 
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possible, AM1 results are of comparable quality with DZ and DZO ab initio 
results [44], at least for equilibrium geometry and stabilization energy. With regard 
to the calculation of energy barrier to proton transfer, a test computation on 
malonaldehyde [45] suggests that the above quantities are overestimated by a factor 
of  approximately 2 with respect to accurate ab initio computations [51,52]; however, 
this is not a serious problem for the system under study since, as shown later, the 
emerging picture may only marginally depend on the accuracy of the computed 
energy barrier to proton transfer. 

In short, computations such as MNDO/AM1 can be expected to provide 
reliable information on the potential energy surfaces governing the ESIPT process 
and its dependence on phenyl motion and molecular substitutions. Quantitative 
reliability cannot be demanded, but this is not a serious drawback in the present 
state of the art because, as Troe et al. have pointed out, exact quantitative information 
on such systems is at present not obtainable, either from quantum mechanical 
calculations or from the experimental determination of the vibrational frequencies 
of the excited states [37]. 

The computations have been carried out using the MOPAC 6.0 package of 
Stewart et al. [46], a version implemented with the analytical first derivative of the 
CI energy with respect to internal coordinates and thus allowing fast optimization of 
excited state geometries [47]. The excited states have been computed with the inclusion 
of configuration interaction (CI); the lowest 100 configurations, obtained by exciting 
electrons from the three highest occupied to the three lowest empty MOs, have been 
explicitly included in the CI matrix, whose diagonalization leads to state energies and 
state vectors. Both singly and doubly excited configurations have been considered. 
A more extended CI computation, including the fourth occupied and virtual levels, 
did not substantially change the computed energies of the lower states. 

3. Results 

3.1. THE ELECTRONIC STATES OF 3-HF 

The ground-state geometry of the normal form of 3-HF has been fully optimized 
with respect to bond distances and valence angles. Distortion from planarity has not 
been allowed, except for the phenyl group, which we have found to lie 29 degrees 
off the main molecular plane. With regard to the lowest excited singlets of both 
forms, only a few geometrical parameters, which are likely to be involved in the 
relaxation processes following photoexcitation, have been optimized. As Dewar 
et al. have pointed out [35], highly accurate excited-state geometries cannot be 
obtained; however, for the system under study, as in previous works [37-42],  
computed geometries are acceptable, giving a reasonable trend with respect to 
ground-state geometries. The results of all optimizations performed are presented 
in fig. 2. (For the sake of completeness, we have also included results for the 
ground-state geometry which have already been presented by Dick [31 ].) The computed 
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Fig. 3. Computed MNDO/AM1-CI transition energies and schematic state 
vectors for the lower excited singlets and triplets of 3-HF. The numbering 
of levels starts from the HOMO for occupied MOs and from the LUMO 
for the virtual ones. PPP transition energies are reported in parentheses. 

state energies of the lowest singlet and triplet states of the normal and tautomeric 
forms for 3-HF are shown in fig. 3. The energy values refer to Franck-Condon 
transitions, starting from the optimized geometries of  the normal-form ground state 
and that of the tautomer's first excited singlet. The transition energies are in fairly 
good agreement with experimental results. The absorption spectrum of  3-HF shows 
two strong bands with a maximum at approximately 350 and 300 nm [15-20];  the 
computed MNDO transition energies from the normal ground state to the first two 
singlets are 3.65 and 4.15 eV, corresponding to a wavelength of 340 and 290 nm, 
respectively. (The PPP results are also reported in parentheses in fig. 3 for comparison.) 

As expected, the first singlet-singlet  transitions of the normal and tautomeric 
forms are of z---) z* type. The first excited state of the normal form corresponds 
to the HOMO-LUMO excitation with a small contribution of the HOMO-(LUMO + 1); 
for the tautomer the situation is similar, with small contributions coming from the 
SCF ground state and the doubly excited H O M O - L U M O  configurations. (State 
vectors are reported in fig. 3.) 

In order to understand the electronic features of the first excited singlet and 
the factors that induce proton transfer, it may be sufficient to focus attention on the 
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Fig. 4. Schematic plot of the HOMO and LUMO levels of 
3-HF. Circle radius is proportional to atomic coefficients. 

character of the HOMO and LUMO levels of the two isomeric forms; they are 
sketched in fig. 4. The HOMO levels of the normal and tautomeric forms are very 
similar to one another. They correspond mainly to a bonding contribution of the p, 
atomic orbitals of the 2nd, 3rd and 4th carbon atoms of the gamma-pyrone ring, 
with an antibonding interaction with the p, orbitals of the three oxygen atom and 
the bonded carbon atom of the phenyl group. The HOMO energy is lower in the 
normal form, where the C 2 - C  3 double bond is formally allowed, while it increases 
by about 1 eV in the tautomer, where the C3-O double bond prevents its formation. 

On the other hand, the LUMO levels of the two forms are somewhat different: 
in the normal form there are strong C2-C3 and C4-O antibonding interactions, 
which disappear in the tautomer where only the ~ antibonding interaction for the 
C - O  single bond is preserved. Therefore, in the tautomer the LUMO level appears 
to be mainly a non-bonding level and it is stabilized with respect to its counterpart 
in the normal form. Thus, the behaviour of the system after photoexcitation can be 
understood, in a first approximation, using a simple four-level scheme: in the 
ground state, the HOMO level is stabilized by the hydroxyl group in position 3, 
while in the excited state, mainly consisting in an excitation of one electron from 
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the HOMO to the LUMO levels, the hydroxyl group occupies preferentially the 4th 
position, stabilizing the LUMO level. 

This simple scheme is further supported by considerations based on the 
computed bond orders and net atomic charges. The latter quantities have been 
computed at the SCF level, considering that in the excited states the system behaves 
as a biradical, with two electrons occupying the two lowest accessible levels. Results 
are shown in fig. 5. The most important changes produced by excitation are the 
strong decreases in the bond orders of the C2-C3 and C4-O double bonds (1.66 to 
1.00 ,~ and 1.80 to 1.41/~, respectively), and the corresponding increases of the 
C3-O and C3-C4 single bonds (1.05 to 1.36 ,~ and 0.96 to 1.08/~, respectively). 
A partial double bond with the phenyl ring is also formed. The situation can be 
schematically represented as follows: 

o H 0 H 

S c h e m e  2. 

confirming that the major effect of photoexcitation is the breaking of the two double 
bonds of the heteronuclear ring, which are redistributed on both C - O  bonds and 
the adjacent C - C  single bond, and on the bond connecting the phenyl ring. Optimized 
bond distances, shown in fig. 2, follow the same trend. Changes in net atomic 
charges are more modest. The total atomic charge of the phenyl group remains 
unchanged, and the only relevant changes are localized on the oxygen atoms and 
on the carbons bound to them. No evidence of charge separation, which would 
imply a very fast proton transfer without an intrinsic barrier [48], has been found. 
As the proton switches to the position characteristic of the tautomeric form, the 
C - O  bond orders revert to a single and double bond, in a situation inverted with 
respect to the normal form. The following resonance structures appear to be predominant: 

i 0 < - -  > 

0 
....... H 

S c h e m e  3. 
..... H 
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as suggested by several factors: the higher negative charge on the 5th and 7th 
carbon atoms, the corresponding lower electronic charge density on the ortho and 
para carbons of the phenyl group (from 0.13-0.14 to 0.09-0.10),  and finally the 
planar position of the phenyl ring, whose deviation from coplanarity is now only 
4 degrees. The ortho effect suggested by some authors [20] is thus confirmed. 

3.2. ENERGETICS OF PROTON TRANSFER 

As discussed in the introduction, the spectral behaviour of 3-HF suggests that 
proton transfer occurs very quickly, but, in our opinion, many questions remain 

Are the two isomeric forms really related to stable equilibrium points of the 
excited-state potential energy hypersurface, or is the normal form simply an 
unstable intermediate? 

• Is the temperature dependence, observed both in steady state and time resolved 
spectra, to be attributed solely to the effects of H-bonding impurities, hindering 
proton motion, or do vibrational normal modes also play an important role 
in the proton transfer kinetics? 

Finally, if the latter assumption holds: 

• Is the torsion of the phenyl group the only normal mode enhancing the E S I t ~  
rate, or are other low frequency vibrations also important? 

Answering the above questions requires a study of the dynamical properties 
of ESIPT; therefore, the quasi-stationary states associated with the two "initial" and 
"final" equilibrium positions of the hydrogen atom and their couplings must be 
determined. This requires knowledge of the potential energy surface, whose computation 
is not an easy task. In principle, the Born-Oppenheimer  potential energy (PE) 
surface for an N-atom system depends on 3 N - 6  independent coordinates; the 
possibility of mapping out the potential energy surface considering the whole set 
of independent coordinates is, of course, ruled out by the present state of  the art. 
Therefore, the first problem to be faced is the choice of a suitable path across the 
potential energy surface, joining the two minima, which is usually called the reaction 
path. In general, the reaction path can be identified with a large amplitude local 
mode, the remaining 3 N - 7  degrees of freedom may be considered only weakly 
coupled to it following adiabatically the motion of the reaction coordinates, so that 
this approximation reduces the potential energy requirements to an essentially one- 
dimensional calculation. The choice of the reaction path is not, of course, unique 
and should be dictated by chemical reasons. The usual recipe of defining the intrinsic 
reaction path (IRC) [49] consists in locating the transition state and then in following 
the steepest descent path in mass weighted Cartesian coordinates, leading to the 
products in the forward direction and to the reactants in the backward direction, is 
not always a safe procedure. There are many situations in which the IRC is not 

open: 
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adequate, one of these being the transfer of a light atom between two heavy atoms 
[50-52].  In these cases, there are at least two degrees of freedom with a large 
amplitude motion which must be explicitly included in the dynamical treatment of 
the system, namely the motions of the hydrogen atom and of the donor and acceptor 
heavy atoms. In the IRC approximation, one has to map out the whole potential 
energy surface for both degrees of freedom independently, optimizing for each 
point the geometry of the rest of the molecule. Apart from computational difficulties, 
which are particularly severe for the system under study since the mapping of the 
PE surface must be done for excited state, another question remains open: 

• Is the intrinsic reaction path, built up taking into account one or more degrees 
of  freedom, the most probable one? 

The IRC presupposes that for every value of the reaction coordinate, the rest 
of the molecule has time enough to rearrange its geometry in a way which corresponds 
to the minimum energy configuration. Such a quasi-adiabatic path, involving the 
motion of several heavy atoms, might turn out to be slower than the slowest molecular 
vibration, which is not necessarily acceptable even as an approximate assumption; 
in other words, the formation of the product may be faster than the nuclear rearrangement 
of the rest of the molecule to the minimum energy configuration. Thus, expecially 
for the system under study, where experiments show beyond doubt that the process 
is extremely fast, a minimum energy path like the IRC might be meaningless. This 
point has been discussed by Shida et al. [52]; these authors have compared the 
velocity of  proton transfer in malonaldehyde, the simplest model system for 
intramolecular proton transfer isomerization, using two different reaction paths: 
The MEP, the minimum energy path, and a path they call EVP, the expectation 
value path, constructed by considering the "average most probable" nuclear positions 
for each point of the reaction coordinate. Results show that although the MEP is 
associated to a significant lower barrier, the isomerization process may be faster 
along the EVP, since tunneling is much more effective for two reasons: (i) the PE 
profile is narrower, with a shorter distance between the two minima; (ii) the EVP 
does not require large displacements of the heavy atoms from their equilibrium 
positions, thus resulting in a less massive motion. 

In the light of the above considerations, we have started the computation of  
the PE profile for the excited state proton transfer with the tentative assumption that 
the formation of the tautomeric form takes a shorter time than is required for the 
molecule to rearrange its nuclear configuration for each proton position. This assumption 
corresponds to a "frozen geometry" (FG) path, along which the proton jumps from 
one equilibrium site to the other without requiring any motion of  the rest of the 
molecule. 

The computed PE profile for FG proton transfer along a path joining directly 
the two minima is reported in fig. 6. The PE profile has a double well character, 
with a very high barrier of 2.147 eV (49.5 kcal/mol). The tautomer appears 
to have a higher energy than the normal form, but this is an artifact due to FG. In 
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Fig, 6, Frozen geometry potential energy profile for proton 
transfer along the path joining directly the two minima, 

3.2 

fact, when the C - O  bond distances are properly allowed to relax, the tautomer is 
stabilized with respect to the normal form of approximately 0.5 eV (11.5 kcal/mol). 
The height of the PE barrier, together with a large distance between the two minima, 
would result in a very long transition time, in complete disagreement with experimental 
suggestions. Therefore, we have also computed the PE profile for a simplified IRC. 
Due to computational difficulties, it has not been possible to locate a real transition 
state, since the computation of a Hessian matrix would take too long and, moreover, 
there would be no grounds for assessing its reliability. Therefore, we have confined 
ourselves to a simple mapping of the potential energy surface, taking the proton 
coordinates as the reaction coordinates and optimizing the geometrical parameters 
involving the oxygen atoms, i.e. bond distances and valence angles. In order not to 
complicate the matter, the torsional angle of the phenyl group which, as suggested 
by many authors, could be important in lowering the barrier height, has been kept 
constant and its role in the mechanism of proton transfer has been analyzed 
independently. The results show that phenyl torsion has very little influence on the 
barrier to proton transfer, so that this effect may be neglected. The energy barrier 
resulting from the simplified minimum energy path (MEP) is lowered to approximately 
half the value corresponding to the frozen geometry path, its value being 1.22 eV 
(28.2 kcal/mol). 

The simplified MEP is shown in scheme 4. As expected, it is characterized 
by large contributions of the C - O  and O - O  stretching motions. The "pseudo" 
transition state, namely the structure which in our computation corresponds to a 
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Scheme 4. 

maximum of the PE profile, does not have a symmetric structure with the hydrogen 
atoms equally spaced between the two oxygens, but corresponds to a situation 
where the preexisting O - H  bond is only partially broken. 

The aims of this computation were twofold. Firstly, we intended to make sure 
that two stable minima separated by an energy barrier really characterize the H- 
bond under study, so that ESIPT cannot be considered as a result of a simple 
molecular relaxation to the vibrational ground state. Secondly, the knowledge of the 
saddle point structure may give useful information on the possibility that a particular 
vibrational mode can promote the ESIPT process. Indeed, the particular asymmetric 
structure of the saddle point indicates that a large amplitude C - C - O  bending 
vibration, implying a sensible shortening of the O - O  separation distance, could 
favour the hydrogen transfer to the tautomeric position, bringing it around the top 
of  the barrier. Actually, such a mode does really exist, at least in the ground 
electronic state, for which we have performed a qualitative vibrational analysis at 
MNDO level. The computed vibrational frequencies for the electronic ground state 
normal form of 3-HF are shown in table 1, together with tentative assignments. The 
more suitable normal mode, falling at a frequency of 367 cm -1, is sketched 
in fig. 7. It consists essentially of the two C - C - O  bending local modes. We will 
continue making the assumption that in going to excited states the normal modes 
retain their forms and approximately their frequencies. 

The root mean square (rms) amplitude of this normal mode is 0.21 ,~. When 
quanta are added to such a mode, the potential role of the rms vibrational amplitude 
should be enhanced, although excitation increases the average O - O  distance, because 
of the anharmonicity of the potential. In order to take into proper account the 
potential promoting effects of such a vibration, one should numerically solve the 
SchrOdinger equation in a two-dimensional space [53]. This goes beyond the scope 
of  this study, for we are only interested in estimating the isomerization rate. We 
have then simulated the promoting effect of the low frequency vibrational mode in 
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Table 1 

Uncorrected AM1 vibrational frequencies of the ground-state normal form of 3-HF, 

Frequency Assignments Frequency Assignments 
[cm-ll [cm-ll 

3384 O - H  stretching 1320 
1293 

3201 1244 
3200 1202 
3193 1197 C - C - H  bending 
3192 C - H  stretching 1186 
3188 1179 
3184 1173 
3182 1156 
3180 
3167 1092 

1008 
2029 C=O stretching 1006 C - C - H  out of 

990 plane bending 
1888 C=C stretching 982 

962 
921 
891 
813 

1780 
1775 
1770 
1760 
1640 
1563 
1445 
1386 
1376 
1221 
98O 
741 
622 

In plane C - C - C  ring modes 

1650 C - O  stretching 

1630 
1489 
1467 
1338 
941 
825 
549 

1590 
1515 

C - C - O  in plane mode 

C - O - H  bending 

828 492 
794 435 
703 327 
692 306 
668 286 
656 247 
591 189 

127 

382 
373 
367 
266 

74 

474 
469 

99 
54 
33 

C - C - C  out of 
plane and torsional 
mode 

O - C - C - O  in 
plane bending 

not assignable 
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0 

Fig. 7. Schematic plot of the low-frequency 
bending mode oscillating at 367 cm -1. 

eV 

3"0 I 

2.5 

2 .0  

1,5 

A ~  = 
1.0 

0.5 

0.0 
0.o 0.4 

Poten t i a l  Energy Prof i les  

Aq9 = 4  

0.8 1.2 

/ 

/ 

1.6 2.0 2.4 

r.c. (A) 

Fig. 8. Frozen geometry potential energy 
profile for ~O = 4 and 9 degrees. 

2.8 

a very simple way. We have computed the FG potential energy profiles for two 
O - O  separat ion distances different  from the equil ibrium one; one PE profile 
computat ion has been performed for a C - C - O  angle 4 degrees smaller  than its 
equil ibrium value ( 6 0  = 4), corresponding to a shortening effect  due to room 
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temperature amplitude of the bending vibration, the second PE profile has been 
computed for a SO of 9 degrees, corresponding to the most stretched position of 
a higher excited state. The two PE profiles are shown in fig. 8. In the first case, 
for proton transfer taking place from the highest displaced O - O  separation, which 
classically corresponds to the zero kinetic energy point, the barrier height decreases 
to 1.37 eV (31.6 kcal/mol), while the distance between the two minima is reduced 
to 1.12 A. In the second case, the barrier height is only 0.63 eV (14.6 kcal/mol), 
the distance between the two minima being only 0.83 A. 

4. Dynamics of the ESIPT process 

4A. TIME-DEPENDENT THEORY OF QUASI-STATIONARY STATES 

For the sake of completeness, we briefly review the theory, referring the 
interested reader to refs. [54,55] for details and applications. 

In terms of quantum mechanics, the ESI I~  process is interpreted as meaning 
that 3-HF has been prepared in one of its possible quantum states of the normal 
form {In )s} and is observed, after a certain time, in one of the quantum states 
associated to the tautomer {In )T}. The words "prepared", "observed" and "associated" 
would demand some comments (cf. refs. [31,32] or a fundamental text of quantum 
mechanics); here, we only remark that due to the preparation and observation, the 
states in question are not the usual stationary states of the isolated system, but 
depend on the ways they are prepared and observed. Since neither type of states is 
stationary, quantum mechanics establishes that there is a certain probability for the 
system prepared at t = 0 in one of the states of the manifold { I n)N }, Ik), to be found 
at t = tl in one of the manifold {In)T}, II). That probability is the well-known Born 
probability, which for an orthonormal set is simply: 

I(11 k(tl)) 12. (1) 

Let us consider the Born probability for the decay of a quantum state l J)  into 
a manifold IM) - {Im)}. Assuming that l J) can only decay into states Im) and that 
the manifold IM) has only discrete states, it can be shown that the probability/~__, u 
can be represented as a Fourier sum [56]: 

PjoM(t) = ~ Ru,v(O) COS(~u,v(t), (2) 
U,1) 

where R~,u(0) and f2u, u are 

1 + 1/2 0 - 1 / 2  S-I/2pOs1/2)T Ru, v(O) = {~T (S P S + 

×~-T1 + (s l /2p  S-1/2 + S-1/2psl/2)T}u,v (3) 
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and 

f2u,u = eu,u-  ev ,v .  (4) 

The symbol el, i stands for the energy eigenvalue of state i, T is the unitary matrix 
that diagonalizes the Harniltonian matrix, S is the overlap matrix, p0 is the matrix 
whose (k, k)th element is the probability that the given system is in the state I k) at 
t = 0, P is the projection matrix whose ( j , j ) t h  element is 1 if l J) is one of the final 
states of  interest, 0 otherwise. 

Expression (2) yields the ideal probability that a transition j---) M occurs at 
time q;  the experimental counterpart of the above quantity is the result of an 
observation, which usually takes time. Therefore, the observation will perform an 
average on the ideal probability of eq. (2), the actual probability of observing the 
transition at time tl is: 

tl+G 

= 1/2o" / Pj_.M(t')dt',  (5) 

tl-o" 

where o- is the time interval required by the measuring apparatus. The required time 
average involves an integral of the form: 

where 

l I + a  

lu, v = 1/20" f cos (~ . v t ' ) d  t" 

l 1 - -  ( y  

= cos(Du, vt)g(2 zto-/Tu,u), (6) 

g(x) = sin(x)/x; Tu.v = 2~/~u,v .  (7) 

Moreover, the quantum mechanical uncertainty affects the phase of the observed 
signal, since also the instant at which the initial state was prepared is not sharply 
defined. Therefore, a further averaging of eq. (2) is necessary. If we assume that 
the averaging is done on the same time interval [ t -  o-, t + o-], we finally obtain: 

(R.,v) = Ru, v(O)[g(o-/D.,v)] 2. (8) 

Substitution of (R.,v) for R.,v(0) in expression (2) gives the required transition 
probabilities. 

Equation (2) defines the single-molecule Born transition probability, which 
is not the observable quantity under ordinary conditions. Let us extend the treatment 
to an ensemble of Nj, o molecules, all prepared at t =  0 in the initial state l J), but 
observed at different times. We wish to know the average number Ni(t) of molecules 
still found in the original state l J) at time t. In answer to this question we must 
consider the observation process, which in the specific case of  3-HF can be considered 
as a decay to a lower vibrational state, followed by the emission of the tautomeric 



268 A. Peluso et al., Excited state proton transfer 

form. Under the assumption of  complete incoherence, observation may be attributed 
two effects: 

(i) it removes a number of  molecules proportional to the Born probability; 

(ii) it localizes the remaining molecules (those that are not subjected to the 
transition) in the original state. 

An expression for Nj(t) can then be found using an idealized scheme where the 
observation process is repeated at equal time intervals s: 

Nj(t) = Nj(0)[1 - Pj-~M(S) × s] t/s = Nj(O)e -p(s)t, (9) 

where 

Pj~M = Pj~M ]S. 

In obtaining eq. (9), we have made use of the relation 

lim (1 - xs) l/s = e -x. 
s---~0 

Equation (9) can be considered as a decay curve, so that 1/p(s) may be interpreted 
as the lifetime of the starting state. 

4.2. THE REFERENCE PHYSICAL PROCESS 

In terms of  quantum mechanics, the process under study can be described as 
follows. A laser pulse excites the 3-HF molecule to one of  the vibrational states of  
the first excited singlet (I*). The photo-excitation may be regarded as a perturbation 
which prepares the system in a well-defined vibronic state. Therefore, the initial 
states have to be thought of  as states that are stationary under the perturbation (i.e. 
the preparation procedure) and begin to change as the perturbation is switched off  
in a manner dependent on the way in which the switching off  takes place [57]. If 
the latter is fast enough, the system is practically left in the quasi-stationary state 
corresponding to one of the possible vibrational states, say In) N, of  I*. The state In) N 
begins to evolve and, since it is coupled to states of  the tautomeric form having 
energies close to its own, there is a certain probability of  finding it in the mth 
vibrational state of  the excited tautomeric singlet (II*), Im) x. Subsequently, the state 
Im) x will decay very rapidly into the lowest energy states of  its manifold, so that 
the whole process is not spontaneously reversible. The decay process may be more 
complicated if, in addition to internal conversion, other channels are open. We shall 
not take this possibility into account here. 

4.3. DETERMINATION OF THE VIBRATIONAL STATE 

The time evolution formalism between discrete states just reviewed has been 
applied to the three PE profiles of  section 3 to compute transition probabilities and 
lifetimes of the photo-excited state of  3-HF. 
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The vibrational states associated to the two forms have been determined 
variationally using a basis set consisting of harmonic oscillator states centered at 
the minima of the two wells. Numerical techniques [58] have been preferred to 
analytical ones [59] for the computation of the Hamiltonian matrix. The computed 
energies of the lower vibrational states for the three different PE profiles are reported 
in table 2. 

Table 2 

Energy values of the vibrational states lying below the barrier 
for the three PE profiles discussed in the text (atomic units). 

Profile Left-hand Right-hand 
80  well well 

0 ° 

0.0738 0.0706 
0.0633 0.0607 
0.0523 0.0503 
O.0408 0.0399 
0.0291 0.0296 
0.0174 0.0196 
0.0057 

4 ° 

0.0415 0.0386 
0.0304 0.0286 
0.0184 0.0187 
0.0062 

9 ° 
0.0236 0.0187 
0.0159 0.0102 
0.0056 

For each PE profile, we have computed the single-molecule transition probability 
and the lifetime of the normal excited molecule taking into account only the states 
lying below the barrier (table 2), which can be easily assigned to one of the two 
equilibrium forms. We have not considered vibrational states with energies higher 
than the barrier, because the radiative transition probabilities from the ground state 
to each of them are affected by small Franck-Condon factors. Lifetimes corresponding 
to different transitions for each of the three PE profiles are reported in table 3. 

For the first profile, corresponding to the longest O - O  distance, the 
lifetime of the excited molecule in the normal form is 2244ps for the 
transition 13) N---> {11) "r, 12) "r} and decreases to 3.14ps for the transition 
17) N ~ {11) w . . . . .  16)T}. 

The second profile, the intermediate one, gives a lifetime of 3.42 ps for the 
transition 13) N ~ {I 1)T, 12)T}, while transition 14) N ~ {I 1)T, 12)'r, 13)T} is characterized 
by a lifetime of 0.31 ps (fig. 9). 
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Table 3 

Lifetimes of vibrational states of normal form at different values of 6 0 .  

Profile Transition Lifetime 

6 0  Initial state Final states [ps] 

0 ° 

13) {11),12)} 2244 
14) {11),12),13)} 144 
15) {11) . . . . .  14)} 25.4 
16) {11) . . . . .  15)} 12.5 
17) { l l )  . . . . .  16)} 3.14 

4 ° 
12) I1) 840 
13) {11),12)} 3.42 
14) {11),12),13)} 0.31 

9 ° 
12) {11),12)1 0.43 
13) {11),12)} 0.072 

0 . 5 -  

°~"4 

,.Q 

,.~ 
o 

a 

1.0- 

,a 

"L 
0 

I 
0 I 

b 

.............. l 

I I I I I 
0 I 2 3 4 5 6 p s  

Fig. 9. Transition probability (a) and decay curve (b) for the transition 
J4)N-e {]1) "r . . . . .  J3)T}. The energy profile is shown in fig. 8. 



A. Peluso et al., Excited state proton transfer 271 
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~J 
,.a 
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a 

1 . 0  

I I 
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I 
8 ps 
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I I I I I I 

0 1 2 3 4 5 6 ps  

Fig. 10. Transition probabili ty (a) and decay curve (b) for the 
transition 12)N--e I1) T. The energy profile is shown in fig. 8. 

For the third profile, corresponding to the shortest O - O  distance, we have 
considered only the 12) N---) I1) T transition, which yields a lifetime of 0.4291 ps 
(fig. 10). We have found a very short lifetime of 0.072 ps for the transition 
13) N ---) {I 1) T, 12)T}, where the energy of I3) N is only slightly higher than the barrier 
(SE = 0.0004 Hartree) and so the state can still be considered localized in the left- 
hand well (cf. table 2 and fig. 10). These results show that the lifetime of I* depends 
strongly on the O - O  distances; a lifetime of the same order of magnitude as the 
experimental one is obtained when the shortening effect of  the bending low-frequency 
normal mode is taken into account. Alternatively, a fast decay time of  I* requires 
the assumption that higher O - H  vibrational states are populated by photoexcitation. 
The following mechanism for proton transfer can be suggested: 

• The laser pulse prepares the molecule in an excited vibrational state of I*; 
some vibrational quanta are added to the O - O  bending vibration and this 
produces a periodic, sensible shortening of the O - O  distance. 

• When this distance is quite short, the probability of a transition of the proton 
is very high, even though the O - H  vibration is in one of  the lower excited 
states. Then a vibrational-state transition occurs from the form I* to the form 
II* and the system ends up in one of the vibrational levels of  the tautomeric 
form. This transition involves proton transfer, because the proton is now 
found to be in the right-hand well of figs. 6 and 8. 
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The proton is blocked in the tautomeric form by a vibrational cascade to 
lower vibrational states, which makes the reverse proton transfer unlikely. 
Finally, the radiative decay to the electronic ground state with the characteristic 
emission occurs. 

5. Conclusions 

The results presented above make possible a better understanding of the 
structural features which determine the spectral behaviour of 3-HF. We summarize 
them, following the scheme outlined above. 

Computations suggest that ESIPT arises from the breaking of the C - C  double 
bond nearest to the hydroxyl group upon excitation; proton transfer occurs so as to 
minimize the antibonding interactions arising from photoexcitation of an electron 
to the LUMO level of the normal form. 

The existence in the excited state of two stabe isomeric forms is confirmed 
by our computation, which predicts, for the two proton positions, two deep minima 
separated by a high barrier. 

The rapidity of  ESIPT is modelled in terms of  a promoting effect of a low- 
frequency bending mode, bringing the donor and acceptor group to a shorter distance; 
such a mode is probably excited in a high-energy state by a laser pulse, since the 
nuclear coordinates of the atoms involved change upon excitation. Similar models 
have recently been suggested [60]. 

The torsional mode of the phenyl ring appears to have little effect on proton 
dynamics. The coplanar position of the phenyl group is an important factor is 
stabilizing the tautomeric form but, as is also suggested by experiments [61], its 
relaxation probably follows proton motion rather than promotes it, as suggested by 
the scarce effect it has on the energy barrier to proton switching. 

The temperature dependence of the steady state and time resolved spectra 
may then be ascribed not only to the formation of  an H-bond complex, which at 
very low temperatures is prevented by the low mobility of  solvent molecules, but 
also to the Boltzmann population of the low-frequency bending mode. 

Finally, solvent effects may be modelled as follows: when both oxygens are 
involved in two or more intermolecular H-bonds, the promoting effect of the bending 
vibration is weaker, since the amplitude of the motion shortening the O - O  distance 
will be smaller, therefore, the molecule is essentially incapable of changing its initial 
form. On the other hand, when only one intermolecular H-bond is formed, it may act 
as a bridge for proton transfer, favouring the switching to the tautomeric configuration. 
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